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Abstract

Purpose – The aim of this paper is to present and evaluate a methodology for automatically
constructing and applying the physiologically-realistic boundary/loading conditions for use in the
structural finite element analysis of the femur during various exertion tasks (e.g. gait/walking).

Design/methodology/approach – To obtain physiologically-realistic boundary/loading conditions
needed in the femur structural finite element analysis, a whole-body musculoskeletal inverse dynamics
analysis is carried out and the resulting muscle forces and joint reaction forces/moments extracted.

Findings – The finite element results obtained are compared with their counterparts available in
literature and it is found that the overall agreement is acceptable while the highly automated
procedure for the finite element model generation developed in the present work made the analysis
fairly easy and computationally highly efficient. Potential sources of errors in the current procedure
have been identified and the measures for their mitigation recommended.

Originality/value – The present approach enables a more accurate determination of the
physiological loads experienced by the orthopedic implants which can be of great value to implant
designers and orthopedic surgeons.
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1. Introduction
It is generally recognized that the employment of finite element analysis in the
biomedical practice may potentially have a number of benefits such as offer additional
evidence for clinical diagnosis of osteoporosis (Hernandez and Keaveny, 2006), help
guide physical therapy (Frost, 1999), assist the development of more efficient/durable
implants (Lee et al., 2004), and help improve the understanding of bone remodeling
processes (Doblare and Garcia, 2001). However, due to the current inability to validate
the finite element models for biomedical systems, finite element analysis (an accepted
practice and well-used method in traditional engineering fields) is not at present
being accepted as a viable tool in the clinical environment as well as in the areas of
human performance, ergonomics and biomedicine (Anderson et al., 2007; Post, 2004).
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Some biomedical researchers take an extreme view and characterize the finite element
results as being “inherently false” and these researchers do not advocate the use of
these results in clinical practice (Viceconti et al., 2005).

It is well established that the accuracy and the fidelity of the finite element models
and analyses depends highly on a number of factors among which are:

. accuracy of the associated geometrical models;

. quality of the meshed models;

. suitability and accuracy of the material models; and

. the knowledge of the nature and the magnitude of the boundary/loading
conditions.

Regarding the current use of the finite element methods and analyses within the field
of biomedical engineering, the main efforts appear to be focused on developing
methods for increasing the accuracy (Taddei et al., 2007) and for automated generation
of the geometrical and meshed models (Shim et al., 2007). In particular, computed
tomography (CT) scans of individual patients have been used to construct geometrical
and meshed models for use in the associated finite element analyses (Keyak et al., 2001;
Viceconti et al., 2003; Bitsakos et al., 2005; Lee et al., 2004). CT scans have also been
used to extract patient specific, spatially-variant material properties (Lengsfeld et al.,
1998; Keyak, 2001; Crawford et al., 2003) further increasing the specificity of
individualized geometrical biomedical models. This procedure can be nowadays
automated and stream-lined using one of the several commercially available computer
packages (e.g. Mimics, Analyze, Osiris) with tomographic reconstruction capabilities.
These methods and tools allow for patient-specific information to be utilized in the
finite element analyses and differ significantly from the previous approaches, which
used to rely on cadaver data or commercially available substitutes/surrogates
(Cristofolini et al., 1996; Heiner and Brown, 2001).

In contrast to the geometrical and meshed models which are highly accurate and
patient specific, the boundary/loading conditions (i.e. internal body forces) such as
muscle forces and joint reaction forces and moments are often not well known and,
hence, highly simplified. For example, both laboratory and finite-element structural
analyses of the femur are carried out under the conditions in which the femur condyles
are fixed while loading is applied to the femur head or at the greater trochanter. This
test set-up is often used to determine of bone material properties (Yosibash et al., 2007;
Taddei et al., 2007), quantify fracture loads (Cody et al., 1999; Keyak and Falkinstein,
2003), to elucidate bone remodeling processes ( Jacobs et al., 1997) and to help improve
orthopedic implant designs (Doblare and Garcia, 2001). However, in vitro
measurements of the axial strains in the long bone of the femur for simplified
muscle configurations have been shown to over-estimate, by as much as 44 per cent,
strains within the femur relative to those obtained under more physiologically realistic
setups (Cristofolini et al., 1996). This finding clearly revealed the extent of sensitivity of
the femur structural response to the level of fidelity and accuracy of the physiological
loads acting on the femur. The present inability to accurately quantify these
physiological loads is, as mentioned earlier, one of the main impedances to a wider
utilization of the finite element analyses in the biomedical engineering community and
clinical practice.
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It is well recognized that when considering more complex loading conditions,
realistic muscle models are required in order to accurately represent anatomical
configurations. Finite element analyses that use simplified or compartmentalized
muscle models have been shown to lead to significant inaccuracies in the finite element
results (Taylor et al., 1996; Duda et al., 1998; Speirs et al., 2007). Physiologically,
inconsistent femur strain patterns are found to develop when over-simplified finite
element models are used which involved less than 16 different muscles (Duda et al.,
1998). Duda et al. (1998) also reported that changes in the strain magnitudes of the
order of 30 per cent could result from the use of overly simplified boundary/loading
conditions. In the same study, un-physical bending moments were introduced into the
finite element model when highly simplified muscle models are used. These moments
were shown to cause increases in the distal femur maximum principal strains in a 50-60
per cent range.

Despite the aforementioned effect of the boundary/loading conditions on the finite
element results, many of the published studies simulating femur and hip joint stresses
utilize simplified boundary conditions and do not include realistic physiological
boundary conditions related to muscular forces (Huiskes and van Rietbergen, 1995;
Mann et al., 1997). One exception includes a lower extremity muscle model that has
been applied to the gait analysis of one subject (Brand et al., 1982, 1986) has been
utilized in several studies (Duda et al., 1998; Bitsakos et al., 2005; Yosibash et al., 2007).
Although the use of the same muscle model and its single parameterization may lead to
increased reproducibility within research community, this muscle-model singularity
may also be associated with a number of shortcomings such as:

. it may lead to difficulties in the application of currently defined muscle models to
new human subjects;

. it may be associated with greater complexity in recording the necessary
information for analyzing novel exertions; and

. it may suffer from the inability to readily include patient-specific muscle data.

There is currently no generally accepted method for defining boundary/loading conditions
for novel exertion (patient-activity) tasks (Erdemir et al., 2007). These limitations are
the key obstacles to carrying out comparative finite element analyses involving a single
subject performing multiple tasks or a group of subjects performing the same task.
The main objective of the present work is to demonstrate how the use of a whole-body
musculoskeletal inverse dynamics analysis can provide the needed physiologically-realistic
boundary/loading conditions associated with different exertion tasks.

As recently demonstrated by Grujicic et al. (2009, 2010a, b, c, d), musculoskeletal
inverse dynamics analysis offers a potential solution for producing detailed boundary/
loading conditions over a wide range of body movements. This type of analysis is
rigid-body based and enables computation of the muscle and joint reaction forces
necessary to replicate complex body motions (Koopman et al., 1995; Anderson and
Pandy, 2001; Damsgaard et al., 2006; Ren et al., 2007). Inverse dynamic musculoskeletal
models are commonly driven by kinematic data of actual human movements and used
to estimate internal body muscle forces, which are difficult, if not impossible, to
measure directly. Particularly in conditions with irregular motions or positions, inverse
dynamics analysis can be a useful tool for quantifying muscle activation patterns
(Stokes and Gardner-Morse, 2004).
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The AnyBody (Anybody Group, Aalborg, Denmark) modeling software was used in
the present work as the inverse dynamics analysis solver. Although similar
commercially available solvers exist (e.g. LifeModeler, San Clemente, California;
Musculographics, Chicago, Illinois; SAM, Marlbrook Ltd), the AnyBody software was
chosen to facilitate the desire for minimal definition by the user to construct the finite
element bone model boundary/loading conditions. The AnyBody software includes
readily available body and application models in which the kinematic constraints,
muscle geometry and prescribed movements required for performing a musculoskeletal
simulation are already defined (Rasmussen et al., 2003). The AnyBody software utilizes
an optimization scheme that can be interpreted as a “minimum effort” criteria to solve for
the redundant muscle forces used for actuating equivalent kinematics of the system
(Damsgaard et al., 2006). A precompiled AnyBody application model of gait/walking
along a straight path was used in the present work as the task for which the finite
element model boundary conditions were computed (Rasmussen, 2006).

As mentioned earlier, for the finite element models and analyses to attain a wide
spread use in the broader biomedical community and in the clinical practice, they need
to be accessible to users who may not be experts in the areas of biology, computational
mechanics and/or finite element simulation. By utilizing validated inverse dynamics-
based musculoskeletal models for automatically defining the boundary/loading
conditions, finite element models/analyses can be readily formulated for internal body
structures undergoing realistic exertions. The realization of such a process may have
widespread consequences such as:

. development of suitably acceptable finite element models for use in the clinical
environment;

. an improved assessment of bone health through the automation and
incorporation of finite element analysis with conventional bone scanning
technology (Lengsfeld et al., 1998; Cody et al., 1999; Crawford et al., 2003);

. improvements in bone-fracture prediction (Keyak et al., 2001; Doblare and
Garcia, 2003);

. the prediction of bone remodeling processes ( Jacobs et al., 1997; Stülpner et al.,
1997; Doblare and Garcia, 2001), which could be controlled/affected by physical
therapy (Frost, 1999; Heaney, 2003);

. pain management through implant design optimization (Lee et al., 2004); and

. assessment of the fracture fixation and bone-healing promotion efficacies of the
orthopedic implants (Bergmann et al., 1995; Schneider et al., 2001; Lee et al., 2004;
Grujicic et al., 2010a, b, c, d).

With continuously increasing computational power and its affordability, the main
impediment for the development of high fidelity/accuracy biomedical finite element
models is not to computationally solve these complex models, but the ability to attain
the required level of physical realism in these models. Within the present work,
a procedure is developed for automatically extracting the results from a
whole-body-based musculoskeletal simulation to define the boundary conditions for
a finite element model of a bone segment. The methodology is applied to analyzing the
strains, stresses and deformations of a femur during a nominal gait cycle. The
simulation results are compared with their counterparts obtained in previous studies.
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2. Materials and methods
As mentioned earlier, a detailed structural finite element analysis of the femur associated
with normal walking of a human subject is carried out in the present work. It was also
mentioned that in order to generate physiologically-realistic boundary/loading conditions
experienced by the femur, a whole-body musculoskeletal analysis had to be carried out.
In this section, details of the finite element and the musculoskeletal inverse dynamics
analyses are presented.

2.1 Meshed model generation procedure
A finite element meshed model of a human femur was created using Mimics v12
(Materialise, Leuven, Belgium). The femur anatomy was based on CT scan data included
with the Mimics tutorial software. The femur was 41 cm long with a maximum width of
5.4 cm at the condyles. The CT scan data used had a resolution of 0.684 mm and were
associated with planar sections at 1.5 mm intervals. A mesh consisting of the first order
tetrahedral elements with an average edge-length of ,2 mm was generated and
subsequently imported into ANSYS Workbench v11 (ANSYS Inc, Canonsburg,
Pennsylvania). The complete model of the human femur consisted of 89,891 tetrahedral
elements (Ansys Element Type, Solid185 – 4 node linear tet) with 18,497 nodes.
Thereafter, the finite element analysis is solved using a dual-core AMD Opteron
Windows XP 64-bit workstation.

2.2 Assignment of the bone material properties
Owing to a lack of calibration data for the CT scan, the material property of
each tetrahedral element was defined using a procedure similar to that used by
Peng et al. (2006). The densities were assigned by linear interpolation between 100 and
2,000 kg/m3 and correlated with a range of Hounsfield Units (HU) determined from
the CT scan. The HU of each voxel in the CT scan indicates the radiodensity of the
material, distinguishing the different bone tissue types. Figure 1(a) shows the
distribution of HU among the voxels of the femur. The maximum HU of the CT scan,
1,575, was defined to be the hardest cortical bone of density (2,000 kg/m3) and the HU
value of 100 were defined to be the minimum density of cortical bone (100 kg/m3).
A total of 400 unique material properties were defined using the CT scan data to model
the femur bone (Figure 1(b)). The extracted material properties were modeled as linear
elastic and isotropic. Elements with a HU of below 100 were merged into a uniform
intramedullar tissue element type and assigned an elastic modulus of 20 MPa.
The remaining 399 elements were assigned elastic moduli calculated from apparent
densities using axial loading equations developed by Lotz et al. (1991), with a HU of 801
and above defined as cortical bone (E ¼ 2,065r *3.09 MPa) and a HU of 800 and below
defined as cancellous bone (E ¼ 1,904r*1.64 MPa). A Poisson’s ratio of 0.30 was used
for all materials. Figure 2 shows the general distribution of material properties for the
femur bone.

2.3 Musculoskeletal model and analysis
As discussed earlier, in order to generate physiologically-correct boundary/loading
conditions needed in the finite element analysis of the femur, a whole-body
musculoskeletal analysis of the gait had to be carried out first. In the remainder of this
section, a brief account is given of the musculoskeletal model and the analysis employed.
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Figure 1.
(a) The HU and
accompanying number
of voxels in the femur
calculated from the CT
scan by Mimics and (b) the
400 material property
types and the associated
number of elements
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Figure 2.
Distribution of elements
with the three major
categories of material
properties in the femur
bone and corresponding
ranges of Young’s
modulus and density

Young's: 20 Mpa Young's: 77 - 1,835 MPa
Density: 100 - 977 kg/m3

Note: Included elements are shown in black

Young's: 1,850 - 16,737 MPa
Density: 982 - 1,968 kg/m3
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The kinematics and external forces used as input to drive the AnyBody model gait study
under investigation were derived from a previous gait analysis study (Vaughan et al., 1992).
The procedure used to define the boundary conditions was independent of the gait study
application presented here. The AnyBody musculoskeletal model used in this analysis is
available in the AnyBody Repository v7.0 (in the “/Application/Validation/GaitVaughan/”
folder). To facilitate comparison with previous studies (Duda et al., 1998; Bitsakos et al.,
2005), four stages in the gait cycle were chosen for analysis (Figure 3). The four specific
times in the gait cycle used for analysis (9, 47, 55 and 82 per cent) were selected using the
same criteria as Duda et al. (1998). Although the specific times in the gait cycle used by
Duda et al. (1998) were available (30, 45, 10 and 70 per cent) in the current analysis, they
were deemed to be not directly associated (by kinematics or kinetics) to the gait pattern used
here. Instead, the same justifications used by Duda et al. (1998) in the selection of relevant
time steps were used here to determine comparable time steps. The 9 and 47 per cent stages
in the analyzed gait cycle correspond to the first and second peaks in ground reaction forces
(GRFs) (30 and 45 per cent of the gait cycle presented by Duda et al. (1998)). The instant of
maximum muscle activity (55 per cent of the gait cycle for the presented study) was
calculated using the AnyBody model and corresponded to the peak activity of the soleus
muscle. The 82 per cent time step of the gait cycle corresponds to the swing phase of the
right lower extremity.

The rigid body AnyBody femur model consisted of 28 connected “via-point”
muscles and one wrapped muscle that was used to model the Iliopsoas muscle group.
All the muscles were defined with an origin and insertion point. The via-point muscles
also included between zero and three intermediate points, which were used to constrain
the path of the muscle. The intermediate via-points are defined with respect to the local
coordinate system of the bone, similar to the origin and insertion points. The via-points
can be interpreted as a point the muscle passes through that constrains the muscle path
to the via-point (i.e. the muscle can slide through the via-point). The force transmitted

Figure 3.
The AnyBody model gait

application at the four
time steps considered in

this study

% Gait cycle:

Note: The blue line(s) represents the force, and point of application, of the GRF for each time step

9%
First peak in GRF

47%
Second peak in GRF

55%
Max muscle activity

82%
Swing phase
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to the bone due to the muscles connected by origin or insertion points is directed along
the muscle path while the force transmitted to the bone due to the muscles connected
by via-points is directed perpendicular to the path of the muscle. The paths of the
muscles between the origin, via-points and insertion points are modeled as straight
lines in the AnyBody Modeling System. The Iliopsoas muscle was discretized into 50
individual straight-line muscle segments and wrapped about a geometric cylinder used
to approximate the anatomical surface the muscle path follows. All the muscles were
modeled as three element hill-type muscles with the default parameters defined in the
AnyBody Repository v7.0 (www.anybody.aau.dk/repository/Repository7.0/index.htm).
Table I documents the AnyBody femur muscle model and compares it to previous
muscle models used for FE applications in the literature.

2.4 Definition of the boundary/loading conditions
The location of the muscle force application points on the finite element femur
model were calculated using the anatomical representation of the corresponding nodal
positions used in the AnyBody musculoskeletal body model. The finite element model
of the femur (derived from CT scan data) was scaled and oriented to match the rigid
body representation of the AnyBody femur. The nodal positions defined in AnyBody
were used to match identifiable bony landmarks on the finite element model.
An automated process was utilized in which the finite element model was:

. uniformly scaled to match selected nodal distances of the rigid body model; and

. reoriented to align the corresponding nodal positions of both models. Several
iterations using different nodal sets were performed.

Owing to the differences in anatomical definitions, the AnyBody nodes that were used
to define the points of force application could not be perfectly aligned with the nodes or
surface of the finite element geometry. A second automated procedure was then used to
re-define the AnyBody nodal positions of the musculoskeletal model to the closest
(by Euclidean distance) finite element model surface node (Figure 4). The average
displacement of the AnyBody femur nodes to be coincident with the surface of the
finite element model was 0.0011 m. The maximum displacement of the 30 femur nodes
was for the intermediate (via-point) node of the Sartorius muscle at 0.0038 m.

The forces applied to each individual node of the finite element model were equally
distributed to the surface nodes connected to the tetrahedral elements that the
individual node was connected to limit the probability that the applied forces would
result in a singularity. Figure 5 shows the forces and application points on the right
femur at the time of the first peak in the GRF (9 per cent of the gait cycle).

The automated procedure developed as part of the present work, allowed for the
muscle forces to be applied at the same positions in both the AnyBody model and the
finite element model while maintaining the force equilibrium. Specifically, information
regarding the position of the muscle attachment points obtained from AnyBody was
used to construct finite element reference nodes for couplings lying on the outer surface
of the femur. Next the muscle forces obtained from AnyBody were applied to the
reference nodes while the couplings ensured that these forces do not create
unphysical/stress-concentration effects at the muscle attachment locations. The joint
reaction forces at the hip and knee (Table II) were applied to the finite element model in
a similar manner as described for the muscle forces. Since the sum of the muscle forces
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Boundary condition AnyBody Taylor et al. (1996) Duda et al. (1998)

Hip joint reaction X X X
Knee joint reaction X (constrained) X
Gastrocnemius
Lateralis X X
Medialis X
Vastus
Lateralis X X
Medialis X X
Intermedius X X
Gluteus
Minimus X Xa X
Medius X X
Maximus
1 X
2 X X
3 X
Illiotibial tract Xb X
Tensor Fasciae
Latea X X
Adductor
Longus X X
Magnus
1 X
2 X X
3 X
Brevis X X
Illiopsoas X X
Vastus
Lateralis X X
Medialis X X
Intermedius X X
Biceps Femoris
Brevis X X
Sartorius Xb

Pectineus X X
Quadratus Femoris X
Obturatorius
Externus X
Internus X
Gemellus
Superior X X
Inferior X
Piriformis X
Popliteus
Psoas Major
(Iliopsoas) X X
Iliacus (Iliopsoas)
Patellar interactions X

Notes: Merged cells indicate muscles that were simplified and combined into a single boundary
condition; areferred to as “abductors” but placement and orientation most closely matches gluteus
minimus; bimplemented as a via-point (i.e. intermediate point of a muscle path)

Table I.
Comparison of the

AnyBody lower
extremity muscle model

and two models from the
literature used in similar

studies (Taylor et al.,
1996; Duda et al., 1998) to

define the boundary
conditions to the femur

for finite element analysis
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and joint reactions were in equilibrium, there was no need to artificially constrain the
position of any node or geometry feature of the finite element model. However,
to suppress rigid body motion caused by numerical error, the finite element model was
supported by weak springs. While one end of each of these springs was attached to the
femur, the other end was fixed.

3. Results
The key structural finite element results obtained in the present work are presented
and analyzed in this section. Since these results involved spatial distributions of the

Figure 4.
Original (AnyBody
defined) and updated
(constrained to the surface
of the femur geometry)
node positions for the
right femur

Reference orientation of
the right femur views.

Side view Front view Iso-rear view

Original femur segment
with muscle and joint
attachment nodes.

Femur bone geometry
used in the FE model.
Original and updated
nodes are shown.

0.1 m

Original nodal positions

Knee joint
node

Femoral
epicondyle

Femur
segment

Femoral
epicondyle

Knee joint
node

Updated surface nodal positions

Line between associated
original and updated nodes

Hip joint
node Hip joint

node
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strains, stresses and deformations/deflections during the gait cycle, this section is
structured accordingly.

3.1 Strain distributions
The maximum principal strains in the long bone of the femur, defined here as the section
of bone located between the lesser trochanter and a point 6 cm proximal of the
epicondyles, are presented. This section of the bone corresponds to approximately where
the cortical bone completely wraps the surface of the femur (Figure 2). A peak strain of
5,400m1 (microstrains) occurred over the four time steps analyzed at the second peak in
GRF (47 per cent of the gait cycle) at a location four centimeters distal of the lesser
trochanter of the femur. Similar relative strain distributions were observed for the three
time steps of 9, 47 and 55 per cent of the gait cycle with the maximum strains occurring
for the 9 and 55 per cent gait cycle time steps at approximately the same location as the
55 per cent gait cycle with values of 5,300 and 4,200m1, respectively. The strains of the
femur during the swing phase (82 per cent of the gait cycle) did not result in values
greater than 208m1. The relative strain magnitudes along the long-axis surfaces of the
femur bone were dependent on the time step of the gait cycle analyzed, particularly for
the anterior surface. The strains (max principal) along the anterior, posterior, medial and

Figure 5.
Muscle forces directions,
relative magnitudes, and

application points
(labeled) for the right

femur at the time of
the first peak in GRF
(9 per cent in the gait

cycle)

Side view Front view Iso-Rear view
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Gait cycle
Resultant joint
percentage
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9%
(first peak
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47%
(second peak

in GRF)

55%
(max muscle

activity)

82%
(swing
phase)

Hip force (N) 2,378 3,075 2,027 173
Knee force (N) 2,115 1,811 1,485 111

Table II.
Resultant joint reaction
force magnitudes at the

hip and knee joint
simulated by the

AnyBody model for the
four gait time steps

analyzed
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lateral sides of the long-axis of the femur bone are plotted in Figure 6. The strain data for
each side was calculated on paths manually defined along the edges between elements in
the finite element mesh. The strain distribution for each surface exhibited the same trend
between the time steps analyzed, for which the right foot was in contact with the ground,
with the exception of the anterior surface strain. The anterior surface strain of the first
peak in GRF increased from the distal to proximal end of the femur from ,250 to
,1,100m1 while the strain from the other two time steps with the right foot in contact
with the ground remained consistent over the length of the bone with the majority of
strains being under 500m1. A general trend most pronounced on the lateral surface and
to a lesser extent on the medial surface, where the strain increased from the distal to the
proximal end of the bone was observed, potentially caused by a larger number of active
muscles connected to the proximal end of the femur causing the localized expansion.
The lateral surface strain increased from ,1,000 to ,4,000m1 (on average for the right
foot ground contact time steps) from the most distal to the most proximal portion of the
long bone. The strains observed on the lateral surface of the proximal side of the bone
were two times larger than the strains on the same side of the bone for the medial surface,
and four times as large as the anterior and posterior strains.

3.2 Stress distributions
During the time steps the right foot was in contact with the ground (9, 47 and 55 per cent
of the gait cycle) the resulting von Mises stresses on the medial surface of the right
femur bone were observed to be significantly higher than on the remaining surfaces
(Figure 7). For the same time steps, a high stress region was also observed at a

Figure 6.
Surface maximum
principal strains along
four facing edges of the
femur
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location slightly distal of the lesser trochanter extending halfway down the long
axis of the bone. The high stress region included the maximum stresses observed
for the 9, 47 and 55 per cent of the gait cycle time steps corresponding to 54, 57 and
44 MPa, respectively. In contrast, during the swing phase (at 82 per cent of the gait
cycle) the lateral surface showed the majority of the higher magnitude stresses
throughout the femur bone. However, all the stresses for the swing phase remained
under 9 MPa.

Figure 7.
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Axial cross-sections of the long-axis of femur were analyzed to determine the stress
gradients between the different surfaces of the bone. At the second peak in GRF
(47 per cent of the gait cycle) the stresses in an axial cross-section located four
centimeters distal of the lesser trochanter resulted in a gradient with a maximum stress
of 54 MPa on the medial surface of the bone, a maximum stress of 47 MPa on the
opposing lateral surface and a minimum stress of 23 kPa in the intermediate
intramedullary tissue. Similar trends in the axial stress gradients were observed
progressing distally along the bone away from the hip joint with increasing reductions
in stress magnitudes for both the medial and lateral stresses at each axial cross-section
taken suggesting a higher concentrated loading closer to the hip joint than the knee
joint. Similar trends in the axial gradients were also observed between the time steps
with the right foot in contact with the ground. However, the maximum medial and
lateral surface stresses were also reduced for corresponding axial cross-sections.
For example, the maximum medial and lateral surface stress at the first peak in GRF
(9 per cent of the gait cycle) time step for the same cross section as defined for the
second peak in GRF (see above) was 4 and 3 MPa lower, respectively. The difference
between the medial and lateral surface stresses decreased to 5 MPa for the maximum
muscle activity time step (55 per cent of the gait cycle), with a maximum of 41 MPa on
the medial surface and a minimum of 18 kPa in the intramedullary tissue. During the
swing phase (82 per cent of the gait cycle), the stress difference in the axial
cross-section located near the distal end of the bone (11 cm from the epicondyles)
ranged between 1.4 and 2.3 MPa on the medial and lateral surfaces, respectively, with a
minimum of 0.34 kPa in the intermediate intramedullary tissue.

A stress gradient was also observed between the adjacent anterior/lateral and
posterior/medial surfaces. A surface stress gradient of 42 MPa was observed between
the maximum medial surface stress of 49 MPa and the minimum posterior surface
stress of 7.0 MPa for the an axial cross-section located 11 cm distal of the lesser
trochanter for the 9 per cent gait cycle time step. At the second peak in GRF, the same
surface gradient increased to 45 MPa, with a maximum medial stress of 47 MPa. At the
instant of maximum muscle activity, the same surface gradient decreased to 31 MPa,
primarily due to the decrease in the peak medial surface stress to a value of 34 MPa.
For the same cross section, the anterior/lateral gradients were lower at 28, 36 and
26 MPa at 9, 45 and 55 per cent of the gait cycle, respectively.

3.3 Deformation/deflection distributions
Deformations of the femur for the gait time steps with the right foot in contact with the
ground revealed significant deflections in the mid-bone (Figure 8). The maximum total
deformation (47 per cent of the gait cycle) corresponded to the time step for which the
full body weight of the subject was supported on one leg. The majority of bone
deflection was observed toward the lateral direction (in the coronal plane) with
deflections of 8.9, 9.2 and 7.1 mm for the 9, 47 and 52 per cent gait cycle time steps,
respectively. As correctly pointed out by one of the reviewers of this manuscript, these
values appear to be somewhat excessive. This finding may suggest that the bone
stiffness values used may be too low. The deflections in the sagittal plane were 2.7, 3.7
and 2.4 mm in the anterior direction and 2.5, 2.7 and 2.0 mm in the proximal direction
for the 9, 47 and 52 per cent gait cycle time steps, respectively. The maximum point of
deformation for each time step occurred at a point along the long bone close to where
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the natural curvature of the bone changes inflection in the coronal plane. In the swing
phase (at 82 per cent of the gait cycle) the components of the deflection were
approximately equal at 0.2 mm and positive in the directions considered previously.

4. Discussion
The aim of this study was to present and evaluate a generic methodology for defining a
finite element model of a bone, subjected to internal body loads that corresponded to a
novel exertion. The methodology was evaluated in the present work for a finite element
model of a femur bone over four time steps of a gait cycle. The finite element model of a
femur bone was derived from CT scan data. Mass and inertia properties calculated from
the finite element femur model were used in the musculoskeletal simulation. The muscle
insertion points and paths from the musculoskeletal model were scaled to match the
geometry of the femur bone. Muscle and joint reaction forces were determined for four
time steps in a gait cycle corresponding to the two peaks in GRF, maximum muscle
activity and the swing phase. Maximum principal strain, von Mises stress and total
deformation along the surface of the long axis of the femur bone were analyzed.

One of the main objectives of the present work was to develop a generic software
tool that automatically streamlines the procedure for defining the boundary/loading
conditions of finite element models for simulating internal body structure stresses and
strains for novel exertions. Such a tool was developed and its trial version can be
accessed at www.ozeninc.com/Any2Ans.

A comparison of the results obtained in the present work with their counterparts
reported in the literature established the following:

. The maximum principal strains along the long axis of the femur bone showed mixed
resemblance with the results presented by Duda et al. (1998) for a similar muscle
loading condition and time in the gait cycle (corresponding to the second peak in
GRF) for a left femur. The maximum principal strains showed similar trends

Figure 8.
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between the two studies along the medial and anterior surfaces with the peak strains
being located along the medial surface in the subtrochanteric region for both studies.
The magnitude of the strains along the anterior surface for both studies was also
relatively homogeneous at approximately 500m1. Taylor et al. (1996) reported
maximum medial strains in the axial direction below 21,500m1 with the majority
of bone having less than 21,000m1. The medial surface strain results presented in
the present work were slightly higher, possibly due to the maximum principal
strains not being directly aligned with the axial direction. Speirs et al. (2007)
presented maximum principal strains along the long-axis of a femur under
“physiological constraints” (case E) for a time step during a gait stride for which the
maximum hip reaction forces were observed. The anterior surface strains were
similarly the lowest in average magnitude across all the surfaces for both studies,
however the posterior strains presented in this work were approximately one-third
the magnitude of those presented by Speirs et al. (2007). Although the lateral surface
strain presented here exhibited the same trend (increasing in a linear manner from
the distal diaphyseal to the intertrochanteric level) as those presented by Speirs et al.
(2007), the magnitude was also approximately twice as large suggesting the femur
presented in the present work exhibited more bending in the coronal plane. Schileo
et al. (2007) applied 15 strain gauges to the surface of eight femurs placed in a
mechanical test rig and reported maximum principal strains for all gauges to be
approximately between 1,000 and 21,000m1. Several loading conditions were
applied, although all used the same force magnitude of 75 per cent of the femur
donor’s body weight, which may be one reason why the strain magnitudes were
significantly less than those reported in the present work.

. The von Mises stress gradients between the medial/lateral and anterior/posterior
surfaces obtained in the present work were not uniform as suggested by Taylor et al.
(1996) for physiological loading conditions. Taylor et al. (1996) observed similar
results for initial loading cases and were able to generate more uniform stress
distributions by increasing the angle of the applied hip reaction force to 208 from
vertical. The intent of this paper was to evaluate a currently available
musculoskeletal model for defining the boundary conditions of a finite element
model and as such, changes to the calculated forces were not investigated to
replicate one particular set of results. One potential explanation to this discrepancy
of non-uniform stresses may be that the application of the hip reaction force to the
femur in the current AnyBody leg model may deviate from the reaction force angle
suggested by Taylor et al. (1996). However, as the reaction force at the hip has been
validated against other measurements (Rasmussen, 2006), a more likely reason may
be attributed to the manual procedure used to align the femur bone to the AnyBody
nodal landmarks. A different set of nodal coordinates used to align the femur
geometry or a more cohesive definition between the femur geometry and the rigid
body nodes may reduce the stress discrepancy discussed here.

. A similar comparison of the deformations of the femur model presented here to the
previously mentioned finite element models revealed similar comparisons.
The automated procedure presented here for defining boundary conditions had
smaller deflections than the finite element models with constraints not specifically
defined to be physiologically consistent (Taylor et al., 1996; Speirs et al., 2007), but
still had a greater magnitude of deflection (at the mid-bone) than the corresponding
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physiologically constrained models. For the physiological boundary constraint,
Speirs et al. (2007) explicitly observed a lateral bow of the femur, similar to the
deformation presented here. The difference in the magnitude of the applied hip
reaction force was minimal (75 N) between the model presented here (for the second
peak in GRF) and that presented by Taylor et al. (1996). However, the elastic
modulus used by Taylor et al. (1996), particularly to model the cortical bone
(17,000 MPa), was significantly higher than the range of values used in the present
work (ranging from 1,850 to 16,737 MPa). Speirs et al. (2007) used the same cortical
bone elastic modulus as Taylor et al. (1996), in addition to assigning a value of
1,000 MPa for the cancellous bone elements, while the corresponding values used in
the present work ranged from 77 to 1,835 MPa. The higher elastic modulus used by
Taylor et al. (1996) and Speirs et al. (2007), particularly for the cortical bone, would
result in a stiffer femur than the one used in the present work and potentially explain
the smaller observed overall deflections in those respective studies.

. One additional factor that affected the results presented in the present work was
the methodology used to generate the material properties, particularly of the
cortical bone. The relationship between the elastic modulus and the HU (Peng
et al., 2006) developed by linearly relating HU to apparent density seems to have
resulted in particularly low values of elastic moduli when compared to other
models in literature (Wirtz et al., 2000). The range of HU used in this study yields
an elastic modulus an order of magnitude smaller at lower HU values when
compared to other models (Yosibash et al., 2007). In retrospect, the linear
interpolation of apparent density from HUs may have been too simplified to yield
a good representation of apparent density for the CT-scan. The resultant effect in
the model was that the cancellous bone did not share the load evenly with the
area of cortical bones, introducing singularities at muscle attachment points and
increases in strains from the cortical areas. Further investigation and integration
of new methods for defining material properties (Yosibash et al., 2007) may help
in reducing errors of the presented methodology for future applications.

One fundamental limitation of the proposed methodology included an inability to directly
validate the developed finite element model with a physical test specimen. Unfortunately,
the capacity to directly measure femur strains, stresses, or deformations for individual
subjects performing dynamic tasks is highly prohibitive. However, the results were
evaluated against several similar studies with related boundary conditions in an attempt
to provide an element of consensus validity to the methodology presented here through
the derived results. Several assumptions were made in the process of implementing the
procedure for automatically applying the predicted muscle forces to a finite element model
that should be highlighted. The procedure for displacing the rigid body defined nodes to be
coincident with the bone geometry was assumed to not significantly affect the anatomical
definitions validated in the musculoskeletal model in a negative fashion. The manual
procedure for aligning the bone geometry to the un-displaced node positions was
performed in an ad hocmanner and was assumed to not have introduced significant errors
associated with misaligned geometry, although as previously mentioned, may have
resulted in higher femur stresses.

In summary, the automated procedure described in this paper for incorporating
simulated muscle forces as boundary/loading conditions to a patient-specific finite
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element femur model was used to compare the strains, stresses and deformations along
the long axis of the bone with other published results. Although a perfect match was not
found between the results presented here and other published findings, the proposed
method shows substantial tractability in being able to effectively combine the results
from validated musculoskeletal rigid body models with patient-specific derived finite
element models for novel exertions. Future efforts should be directed in better utilizing
available methods for defining subject-specific geometry used for the finite element
model as well as assessing the effect of the slight nodal displacements imparted to the
rigid body model on the simulated muscle forces. Additionally, an optimization
procedure to best match the derived patient bone geometry to the rigid body model to
achieve an optimal match would be beneficial. Future applications of the presented
methodology should also focus on utilizing the results from the finite element model
(i.e. displacements) to drive/adapt the inverse dynamics motion for accurate simulations
of more flexible internal structures. It is hoped that the tool developed in the present
work can be utilized to further develop coupled models utilizing the best aspects from
rigid body dynamics and finite element modeling simulations.
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